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Abstract:  This paper is interested in e-commerce for complex configurable products/systems. In e-

commerce, satisfying the customer needs is a vital concern. One particular way to achieve this is to 

offer customers a panel of options among which they can select their preferred ones. While solution 

exists, they are not adapted for highly complex configurable systems such as product lines.  This paper 

proposes an approach that combines two complementary forms of guidance: configuration and 

recommendation, to help customers define their own products out of a product line specification. The 

proposed approach, called interactive configuration supports the combination by organizing the 

configuration process in a series of partial configurations where decisions are made by the 

recommendation. This paper illustrates this process by applying it to an example with the content 

based method for recommendation and the a priori configuration approach. 
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1 Introduction 
In e-commerce, one particular way to let customers define their needs is to offer them a panel of 

options among which they can select their preferred ones. The systems engineering community has 

shown that it is then possible to produce customized products (such as software or systems) based on 

methods, techniques and tools engineering. A Product Line (PL) is a family of products
*
 sharing 

common characteristics and satisfying the needs of a particular mission [29]. In a Product Line, 

products are not individually explicitly predefined in advance. On the contrary they are produced 

consistently with the customers’ requirements based on the specification of the PL. In order to achieve 

this, marketing and engineers must define upstream models that specify reusable artifacts and the 

constraints to prescribe correct combinations. These models are interpreted by configurators to decide 

whether a requested configuration, specified as a combination of reusable artifacts or through more 

complex requirements [8], is correct or not.  

The first issue of Web configurators is performance [37]. Indeed, as soon as a customer makes a 

decision (e.g. to require or reject reusable artifacts), he/she wants to find out what the consequences of 

the decisions are. From a marketing perspective, it is unpleasant for the customer to wait for several 

seconds to know whether his/her requirements are correct or not in terms of configuration. This issue 

is extremely difficult to solve at the industrial level, because the computational complexity of 

computing PL configuration grows quadratically [37]. The second issue is guidance. In practice, 

choosing from a wide range of options is quickly difficult for the customer who doesn’t know where 

to start, or which alternative choose. Besides each times a customer makes a decision, this can be 

contradictory with previous decisions, or have a negative impact on downstream decisions. The 

customer will be disappointed to see that his choices are not correct, with the risk that he/she 

ultimately turns to a competitor. Therefore, it is crucial to guide the customer in the PL configuration 

process. 

 
*
Products: Products can be software, socio technical systems, or complex products such as car, 

train, plane, etc.  



 

 

This raises the question of how to increase scalability in the guidance of the configuration process, 

while maintaining a reasonable performance? 

E-commerce systems (such as Amazon) already offer guidance to choose in a very large collection 

of products using recommendation techniques. However, these recommendation techniques are not 

adapted to complex systems such as product lines, configurable software, or composite systems with a 

large number of options. Indeed, although recommendation techniques can deal with many options to 

decide upon, they do not take into account the constraints between them. We are thus faced to a 

situation where configuration systems and recommendation systems solve two parts of our problem, 

but not in an integrated way. 

Our research goal is to explore the combination of two complementary forms of guidance: 

recommendation and configuration. We call the approach that we have developed interactive 

configuration. The aim of interactive configuration is to inform the customer in real time about 

desirable/possible/unattainable features according to his/her choices, as well as to suggest decision to 

focus on, and what choice to make by reasoning with known configurations.  

We believe that four key issues should be handled to solve the research question: 

 What shall the recommendation apply to? (options, alternatives, requirements, etc) 

 Which recommendation technique shall be used? (collaborative filtering, content based 

filtering, etc) 

 What type of data should be used for recommendation? (experiences of past configurations, 

profiles, contextual data, etc) 

 How to combine configuration and recommendation? 

In this paper, we propose to apply the content based method [35] for recommendation to the a 

priori configuration approach. The recommendation is applied to the product line characteristics and 

based on the textual data. 

The remainder of the paper is organized as follows. First, we introduce a motivating example in 

Section 2. Then, we describe our approach in Section 3. In Section 4, we present and discuss related 

work. Finally, Section 5 concludes the paper.  

 

2 Background and Motivating Example 
 

2.1 Product Line Engineering 
A Software Product Line (SPL) is a set of software-intensive systems that share a common and 

managed set of software reusable artifacts satisfying the specific needs of a particular market segment 

or mission and that are developed from a common set of core assets in a prescribed way [29]. 

Pohl et al. define the Software Product Line Engineering (SPLE) as a paradigm to develop software 

applications using platforms and mass customization [24]. The SPLE paradigm separates two 

processes: 

 Domain engineering: This process is responsible for establishing the reusable platform and 

thus for defining the commonality and the variability of the product line. The platform consists 

of all types of software artefacts (requirements, design, realisation, tests, etc.). It is composed 

of five key sub-processes: product management, domain requirements engineering, domain 

design, domain realisation, and domain testing [24].  

 Application engineering is the process of software product line engineering in which the 

applications of the product line are built by reusing domain artefacts and exploiting the 

product line variability. It is composed of the following sub-processes: application 

requirements engineering, application design, application realisation, and application testing 

[24]. 

Product line models are commonly used to define the valid combinations of reusable artifacts in a 

product line. Not all artifacts are compatible. The main purposes of product line models are (i) to 

capture commonalities and variabilities; (ii) to represent dependencies between the reusable artifacts; 

and (iii) to determine combinations of artifacts that are allowed and disallowed in the PLM. The 

artifacts can be viewed as reusable requirements, components, functions, etc. Due to the number of 

system views (requirements, architectural components, processes, etc.) that can be represented by 



 

 

means of PLMs, many modeling formalisms have been proposed in literature. In this paper we use the 

Feature Models notation, one of the most popular languages used to represent PLMs. 

 

2.2 Introduction to Feature Models 
FMs were first introduced in 1990 as a part of the Feature-Oriented Domain Analysis (FODA) method 

[11], as a way to represent the commonalities and variabilities of SPLs. In this method, a feature is a 

prominent or distinctive user-visible aspect, requirement, quality, or characteristic of a software 

system [11]. A Feature Model (FM) defines the valid combinations of features in a software product 

line. Several extensions have been proposed to improve and enrich their expressiveness. Two of these 

extensions are cardinalities [25], [7] and attributes [31], [36]. Although there is no consensus on a 

notation to define attributes, most proposals agree that an attribute is a variable with a name, a domain 

and a value. Note that the value of attributes is not specified in the product line model. Instead, the 

value of each attribute is assigned for each particular configuration, (when these attributes are attached 

to features that belong to the configurations). In this paper, we are interested into these two extensions, 

illustrated in the Figure 1. 
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Fig.1 Feature Model 

 

The semantic of the FM’s relationships in Figure 1 can be summarized as follows:  

Mandatory: Given two features F1 and F2, where F1 is the father of F2, a mandatory relationship 

between F1 and F2 means that if F1 is selected in a product, then F2 must be selected too, and vice 

versa. 

Optional: Given two features F1 and F2, where F1 is the father of F2, an optional relationship between 

F1 and F2 means that if F1 is selected in a product, then F2 may be selected or not. However, if F2 is 

selected then F1 must also be selected. For example, in the Fig.1, F5 and F6 are optional. 

Requires: Given two features F1 and F2, a relationship F1 requires F2 means that if F1 is selected in a 

product then F2 has to be selected as well. Additionally, it means that F2 can be selected even when 

F1 is not selected. For example, in the Fig.1, F6 requires F12. 

Exclusion: Given two features F1 and F2, a relationship F1 excludes F2 means that F1 and F2 cannot 

be selected in the same product. For example, in the Fig.1, F2 excludes F8 and F8 excludes F2: the 

mutex relation. 



 

 

Group cardinality: A group cardinality is an interval denoted <n..m>, with n as lower bound and m as 

upper bound limiting within a group of features the number of features that can be part of a product. 

All the features in the group must have the same parent feature, and none can be selected if the parent 

is not itself selected. For example, in the Fig.1, <1..1> is a group cardinality. 

2.3 Running Example 
As a running example, we illustrate FMs and our work with the example of the DELL 

Laptop/Notebook Computers [30]. In this example, represented in Fig. 2, every DELL 

laptop/notebook has seven mandatory features which are one Product category, one Operating system, 

one Hard drive, one Optical drive, one Laptop weight, one Memory, one Processor and one Price. 

Each of these mandatory feature has child features that are related in a [1..1] group cardinality. For 

instance, in Fig. 2, UltraLight, Light and DesktopReplacement are related in [1..1] group cardinality, 

which means that only one of these options can be selected in a DELL laptop/notebook configuration. 

 

 Fig. 2 Feature representation of a DELL Laptops/Notebooks  

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 
Fig. 3 Constraints of the feature representation of the DELL Laptops/Notebooks 

 



 

 

In the example above, features can be classified into subsets. There are features that belong to a subset 

of functional features and others belong to a subset of nonfunctional features. For instance, Operating 

system, Hard Drive, Optical Drive, Memory and Processor are functional features, and Product 

Category, Laptop Weight and Price are nonfunctional features. 

 

3 Proposed Solution 
In an a priori configuration approach, the user selects a configuration by selecting the features, one by 

one, that he wants to have in the final product. The configurator tests the user’s configuration and 

returns a result that shows if the configuration is correct or not. The test of configuration is done 

according to the PLM, a feature model in our case. The issue that we want to take in this paper is when 

the configuration made by the user is not correct.   

Our proposal to deal with the aforementioned issue consists in guiding the customer in the 

configuration by intertwining the recommendation and configuration activities in an iterative way. At 

each iteration (i) a series of decisions is offered to the customer (ii) the customer makes choices (iii) 

testing the user configuration (iv) recommendation (v) configuration and constraint propagation (vi) 

final decision. 

The partial configuration strategy was chosen to avoid the issues raised by the a priori 

configuration strategy. Indeed, in the partial configuration strategy, the customer does not have to 

decide on all features. Only a subset of features are considered first, then decisions are automatically 

propagated through the constraints onto the other features.   

The approach for recommendation is content based filtering. It is therefore used to help the 

customer decide on partial configurations. This method treats the recommendations problem as a 

search for related items [1]. Given the user’s purchased and rated items, the algorithm constructs a 

search query to find other popular items with the similar keywords or subjects [14].  

The content of the profile depends on the method used in the analysis of document content. To 

achieve this, several learning techniques were used, such as analytical techniques taken from textual 

information retrieval for the recommendation of textual documents [1], [22], [23]. The profile often 

takes the form of a vector of keywords with weights (1). The weight associated with each word 

reflects the importance of this term to the user. These words are often extracted using the TF-IDF 

measure [27] (4). This vector is then compared to that of the document (2). To achieve this, several 

measurements can be used such as the measurement vector cousin (3). 

(1)  Profile_Content (c)= {(t
c
j,w

c
j)}, j=1…k    

(2)  Content (s) = {(t
s
i,w

s
i)}, i=1…n    

(3)  U(c,s)=cos(
→
wc , 

→
ws)= ∑

i=1,k

𝑤𝑖,𝑐
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 ∑𝑖=1,𝑘 
 𝑤²𝑖 ,𝑠 

    

(4)  W (i, s) =Tf*log (N/DFi)    

With: 

 W i, c   : the weight of the term i in the user profile vector. 

 W i, s: the weight of the term i in the document vector s. 

 Tf: the number of occurrences of the term i in the document s. 

 N: the number of document in the collection. 

 DFi: the number of documents that contain the term i at least once. 



 

 

These equations can be implemented into the following algorithm: 

k=number of terms; 

ucs=0 ; 

For i= 1 to k do  

a1=0; 

a2=0; 

    For i2=1 to k do 

a1=a1+square(termWeight(term[i2], nameFile1)); 

a2=a2+square(termWeight(term[i2], nameFile 2)); 

End for 

W i, c   = termWeight (term[i], nameFile 1); 

s1=squareRoot(a1); 

W i, s = termWeight (term[i], nameFile r2); 

s2= squareRoot (a2); 

Ucs=ucs+(  (wic/s1) * (wis/s2)  ); 

End for 

Result=ucs; 

 

Our solution recommends a correct configuration to the user that corresponds to his initial 

configuration if the latter is not correct. Indeed, the content based method uses the definition of 

existing product which is a combination of features that have already shown correct, then, compares 

the content of this configuration with the content of the PLM.  

The diagram shown in Fig.4 presents an overview of our solution. As the diagram shows it, the 

process starts with a partial configuration made by the user, and proceeds with larger partial 

configuration until the configuration is complete. 

At each cycle, the content analysis is applied to partial configurations. If the partial configuration is 

incorrect, this is indicated to the user, who has the choice between improving it, or proceeds following 

that the recommender will propose a different solution. 
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Fig.4 Steps of the solution 



 

 

Our solution contains the following five steps: 

1. Define a partial configuration:  The user define a configuration by selecting the 

product features that satisfy his needs. 

2. Testing the user configuration: The configurator tests the user configuration according 

to the PLM and returns if it is correct or not. In this diagram, we present the PLM as a FODA 

model. 

3. Identify recommendations: we recommend other configurations with features similar to those 

that the user has chosen. The recommendation process is based on the content based method 

explained above.  The recommendation is applied to a subset of features of the user partial 

configuration. Indeed, a PLM can be composed of facets making it possible to divide the 

features into several subsets. For instance, in a PLM, we can distinguish logical features 

subsets and physical features subsets. 

4. Constraint propagation: Verify all the dependencies between the recommended features and 

the remaining features of the PLM. For example verify the “requires” dependency or the 

“mutex” dependency between recommended features and the remain features of the PLM.  

5. Provide the solution: We recommend a configuration that satisfy the most the user need and 

that satisfy dependencies of the PLM. 

The following example illustrates the application of our solution to the DELL Laptops/Notebooks 

running example.  

1. The configuration selected by the user called C1 is the following: 

 Product Category: Mininotebook 

 Operating System: UbuntuLinux 

 Hard Drive: 320GB 

 Optical Drive: CD_DVD+RW 

 Laptop Weight: UltraLight 

 Memory: 2GB 

 Processor: IntelAtom 

 Price: $400_$800 

 

2. This configuration C1 is not correct because: 

Not (Mininotebook ) v Not (320GB) 

And 

Not (Mininotebook) v Not (CD_DVD+RW)   

 

3. Recommendation of other configurations similar to C1. The Recommendation is based on 

functional features that are: Operating System, Hard Drive, Optical Drive, Memory and 

Processor. There are several possible configurations similar to C1 (about 2240 

configurations). We give only four similar configurations to C1in order to make a simulation. 

We called these configurations C1.1, C1.2, C1.3 and C1.4. 

C1.1:  

 Product Category: Mininotebook 

 Operating System: 

VistaWithDowngradeToXP 

 Hard Drive: 160GB 

 Optical Drive: DVD_ROM_DRIVE 

 Laptop Weight: UltraLight 

 Memory: 2GB 

 Processor: IntelAtom 

C1.2: 

 Product Category: Mininotebook 

 Operating System: UbuntuLinux 

 Hard Drive: 120GB 

 Optical Drive: BluRayDisc 

 Laptop Weight: UltraLight 

 Memory: 1GB 

 Processor: IntelCore2Duo 

 Price: $400_$800 



 

 

 Price: $400_$800 

 

 

C1.3: 

 Product Category: Mininotebook 

 Operating System: UbuntuLinux 

 Hard Drive: 160GB 

 Optical Drive: BluRayDisc 

 Laptop Weight: UltraLight 

 Memory: 2GB 

 Processor: IntelAtom 

 Price: $400_$800 

 

C1.4: 

 Product Category: Mininotebook 

 Operating System: WinXPHome 

 Hard Drive: 120GB 

 Optical Drive: BluRayDisc 

 Laptop Weight: UltraLight 

 Memory: 1GB 

 Processor: IntelAtom 

 Price: $400_$800 

 

 

4. Constraint propagation:  

C1.1:  Not (Mininotebook) v Not (VistaWithDowngradeToXP)    

   Not (Mininotebook) v Not (DVD_ROM_DRIVE) 

C1.2: Not (Mininotebook) v Not (IntelCore2Duo) 

 C1.3:   The configuration is correct 

 C1.4: The configuration is correct 

 

5. Provide the solution:  Return the two correct configurations C1.3 and C1.4. 

4 Related Works 

4.1 Interactive configuration methods 
An interactive product configurator is a tool that allows specifying a product according to his specific 

requirements and the constraints of the PLM to combine these needs. This process can be done 

interactively, i.e. in a step-wise fashion, and guided, i.e. proposing the resolution of certain 

requirements before others and automatically proposing a valid solution when there is only one 

possible choice in the solution space. 

To be useful in the e-commerce context, a configurator must be complete (i.e., ensure that no 

solutions are lost), it must allow order-independent selection/retraction of decisions, give short 

response times, and offer recommendation to maximize the possibilities to have one satisfactory 

configuration.  

Solution techniques applied to the configuration problem have been compared by Benavides et al. 

[5], Hadzic & Andersen [9], and Hadzic et al.[10]. They mainly distinguish approaches based on 

propositional logic on the one hand and on constraint programming on the other hand. 

When using propositional logic based approaches, configuration problems are restricted to logic 

connectives and equality constraints [10], [32]. Arithmetic expressions are excluded because of the 

underlying solution methods. 

These approaches perform in two steps. First, the feature model is translated into a propositional 

formula. In the second step the formula is solved by appropriate solvers, in particular SAT solvers, as 

disused by Janota [12], and BDD-based solvers [10], [33]. BDD-based solvers translate the 

propositional formula into a compact representation, the BDD (Binary Decision Diagram). While 

many operations on BDDs can be implemented efficiently, the structure of the BDD is crucial as a bad 

variable ordering may result in exponential size and, thus, in memory blow up. Even if several 

heuristics are used to improve the use of BDD solvers in the context of PLs [19], these heuristics are 

not exploitable in industry, they are not even used in the author’s web site [18] for heuristic’s 

instability reasons. 

C1.1 is not correct 

 
C1.2 is not correct 

 



 

 

Feature models can be naturally mapped into constraint systems in order to reason (e.g., 

configuration) on them, in particular into CSPs as presented by Benavides et al. [3], [4], [5], 

Subbarayan et al. [32], and Van Deursen & Klint [34]; into Constraint Programs over finite domains 

CPs as presented by  Mazo et al. [15], [16] and Salinesi et al. [26], and into Constraint Logic Programs 

(CLPs) as presented by Mazo et al. [17].  

Benavides et al. [5] compare the approaches sketched above, particularly with respect to 

performance and expressiveness or supported operations. They point out that CSP-based approaches, 

in contrast to others, can allow extra functional features [11] and, in addition, arithmetic and 

optimization. Furthermore, they state that "the available results suggest" that constraint-based and 

propositional logic-based approaches "provide similar performance", except for the BDD-approach 

which "seems to be an exception as it provides much faster execution times", but with the major 

drawback of BDDs having worst-case exponential size. 

Extended feature models with numerical attributes, arithmetic, and optimization are denominated 

as an important challenge in interactive configuration by Benavides et al. [5]. Our approach tackles 

this challenge. The main idea is to follow the constraint-based approach, while using recommendation 

techniques and selection order heuristics in order to satisfy the characteristics of a good configurator in 

the e-commerce context.  

 

4.2 Recommendation 
The recommendation algorithms are mainly based on filtering techniques. The idea is to propose 

customers the products according to predictions made with respect to their preferences. If the choice is 

made from products that the customer has chosen, it is called "content-based" filtering [13], [21], 

where made from products that were purchased from other customers, it is called "collaborative" 

filtering [14], [20].  

For a collaborative filtering system, there are two types of algorithms for calculating prediction: 

memory based filtering algorithms and model based filtering algorithms [6]. Model-based 

collaborative filtering algorithms provide item recommendation by first developing a model of user 

ratings. Algorithms in this category take a probabilistic approach and envision the collaborative 

filtering process as computing the expected value of a user prediction, given his ratings on other items 

[28]. The model building process is performed by different machine learning algorithms such as 

Bayesian network and clustering approaches. The Bayesian network model [6] formulates a 

probabilistic model for collaborative filtering problem. The clustering model treats collaborative 

filtering as a classification problem [2], [6]. Memory-based algorithms utilize the entire user-item 

database to generate a prediction. These systems employ statistical techniques to find a set of users, 

known as neighbors, that have a history of agreeing with the target user.  Once a neighborhood of 

users is formed, these systems use different algorithms to combine the preferences of neighbors to 

produce a prediction for the active user [28]. 

 

5 Conclusion 
In this paper, we have presented the interactive configuration approach. It is a combined approach of 

configuration and recommendation of product lines. We have applied the recommendation onto the a 

priori configuration approach. The recommendation algorithm used in our approach is the content 

based method. The recommendation process focuses on a features subset of the user configuration and 

not on all the features. This process allows recommending to the user other configurations similar to 

that he/she specified at the beginning, focusing on a subset of features that we judge the most 

important. 
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