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1. Introduction

E-commerce makes a wide use of recommendation techniques to help customers identify relevant products or services in large collections of offers. Customers’ requirements are seamlessly elicited by observing purchase habits, information requests, features of products formerly acquired, etc. A trend in the industry is to go a step further, beyond the selection of pre-defined products from a catalogue by handling products customization. The systems engineering community has shown that, based on product line engineering methods, techniques and tools, it is possible to produce customized products (such as software, cars, machine tools, etc.) efficiently and at low cost. A Product Line (PL) is a family of products that share common characteristics and satisfy the needs of a particular mission [POH 05]. The products of a PL have many common features, but also many features that vary from one product to another. The problem is that there are usually so many products in a PL that it is impossible to specify all of them explicitly, and therefore traditional recommendation techniques cannot be simply applied. Scoping on a subset of
products is not a good idea as it impairs all the benefits of customization offered by the PL strategy, which is acquired by reasoning on variability rather than on variants.

A straightforward alternative idea is to let customers configure their products consistently with their requirements, based on a PL specification that describes the common and varying features of all products artefacts, and constraints and dependencies between them. In order to achieve this, marketing and engineers must define upstream models that specify the salient features of reusable artefacts, and the constraints and dependencies between them. Customers just have to select among series of options. Then, correct configurations are prescribed by the configurators that check whether customer choices satisfy the PL constraints and dependencies, and propagate the impacts on open choices that have not yet been made. State of the art approaches go even a step further by offering to let customers specify more complex requirements than just selecting among series of options [DJE 11], [MAZ 12].

Whereas this strategy works quite well on the engineering level, using it in the e-commerce context (e.g. through Web configurators) raises scalability issues [AST 10]. Indeed, customers they want to find out the consequences of their decisions as soon as they make them. This issue is extremely difficult to solve at the industrial level, because the computational complexity of computing full PL configuration grows quadratically [AST 10]. The second issue is the lack of guidance. In practice, choosing from a wide range of options (e.g. a car has typically over a hundred of customer options) is a cumbersome task for customers who don’t know where to start, or which feature to choose when there are several alternatives. Besides each time a decision is made, it can be contradictory with former decisions, or have a negative impact on downstream decisions. One doesn’t want to disappoint customers by telling them that former decisions should be revised, or that later on choices are not possible anymore because of a decision which consequences were not clear straight ahead. Ultimately, the risk is that customers turn to competitors. Therefore, it is crucial to guide the customer in the PL configuration process.

We are thus faced to a situation where configuration systems and recommendation systems solve two parts of our problem, but not in an integrated way [FAL 11].

Our research goal is to explore the combination of two complementary forms of guidance: recommendation and configuration. We call the approach that combines recommendation with configuration: “Interactive Configuration”. The aim of interactive configuration is to inform the customer in real time about desirable/possible/unattainable features according to his/her choices, as well as to suggest decision to focus on, and what choice to make by reasoning with known configurations.

Four key issues should be handled to solve the problem:

- What shall the recommendation apply to? (options, alternatives, requirements, etc)
- Which recommendation technique shall be used? (collaborative filtering, content based filtering, etc)
• What type of data should be used for recommendation? (experiences of past configurations, profiles, contextual data, etc)
• How to combine configuration and recommendation?

This chapter addresses these issues by showing how to apply the “content based” recommendation method [VAN 00] to the “a priori” configuration approach. The recommendation is applied to the product line features and based on textual data.

2. Context

2.1. Configuration

In the context of PLs, the model that represents the relationships of commonality and variability between the valid products is called a Product Line Model (PLM). One of the most popular notations to specify the common and variable requirements of a product line is the Feature Models (FMs). In the context of PLs, FMs are used for product configuration, variability reasoning and code generation [KAN 90], [VAN 02]. A feature is a prominent or distinctive user-visible aspect, requirement, quality, or characteristic of a software system [KAN 90]. A FM defines the valid combinations of features in a software product line. Several extensions have been proposed to improve and enrich their expressiveness. Two of these extensions are cardinalities [RIE 02], [CZA 05] and attributes [STR 03], [WHI 09]. An attribute is a variable with a name, a domain and a value. The value of each attribute is assigned for each particular configuration. Figure 1 illustrates an example of a feature model.
Figure 1. Feature Model

The semantic of the FM’s relationships in Figure 1 can be summarized as follows:

–Mandatory: Given two features F1 and F2, where F1 is the father of F2, a mandatory relationship between F1 and F2 means that if F1 is selected in a product, then F2 must be selected too, and vice versa.

–Optional: Given two features F1 and F2, where F1 is the father of F2, an optional relationship between F1 and F2 means that if F1 is selected in a product, then F2 may be selected or not. However, if F2 is selected then F1 must also be selected. For example, in the Fig.1, F5 and F6 are optional child features with respect to the father feature F3.

–Requires: Given two features F1 and F2, a relationship F1 requires F2 means that if F1 is selected in a product then F2 has to be selected as well. Additionally, it
means that F2 can be selected even when F1 is not selected. For example, in the Fig.1, F6 requires F12.

–Exclusion: Given two features F1 and F2, a relationship F1 excludes F2 means that F1 and F2 cannot be selected in the same product. For example, in the Fig.1, F2 excludes F5 and F5 excludes F2: the mutex relation.

–Group cardinality: A group cardinality is an interval denoted \(<n..m>\), with n as lower bound and m as upper bound limiting within a group of features the number of features that can be part of a product. All the features in the group must have the same parent feature, and none can be selected if the parent is not itself selected. For example, in the Fig.1, \(<1..1>\) is a group cardinality.

–Constraint: It is a logic relation between features specified in the PLM, and must be satisfied when configuring the PL. For example, in the Fig.1, \(F9=>\text{NOT}(F5\cap F6)\).

In Product Line Engineering (PLE), product configuration describes the process of specifying a product according to user-specific needs and the constraints specified in the PLM. The user specifies the features of the product step by step according to his requirements, thus, gradually reducing the search space of the configuration problem.

According to Falkner et al. [FAL 11], a configuration is an instantiation of variables defining the product \(I=\{v_1=i_1, v_2=i_2, \ldots, v_n=i_n\}\) where \(ij\) is one of the elements of \(\text{dom}(v_j)\) which is the variable domain and \(v_j\) is a domain variable.

In Product Line Engineering (PLE), a Product Line configuration is a methodology for developing a product by reuse from a Product Line Model (PLM) and aiming to satisfy user needs.

For example the following configuration \(\{F1, F2, F3, F4, F7, F9, F11\}\) is correct because it complies with the constraints of the FM in Figure 1, unlike the configuration \(\{F1, F2, F3, F4, F7, F9, F10\}\) that is not correct.

2.2. Recommendation

The recommendation is a form of guidance to support users to reach a decision and to find products among a large panel of options and offers reasoning on known configurations [FEL 08].

In the configuration process, users are often in the need of advice to choose which features to select next and which features to select where users lack information and details of the product knowledge. The recommendation can address
These issues and guides the user in the configuration process by predicting the user opinion for a given product.

There are several recommendation techniques. The content-based recommendation is one of them. It treats the recommendation problem as a search for related items [BAL 97]. Given the user’s purchased and rated items, the algorithm constructs a search query to find other popular items with the similar keywords or subjects [LIN 03].

The content of the profile depends on the method used in the analysis of document content. To achieve this, several learning techniques were used, such as analytical techniques taken from textual information retrieval for the recommendation of textual documents [BAL 97], [PAZ 97], [MOO 00]. The profile often takes the form of a vector of keywords with weights [1]. The weight associated with each word reflects the importance of this term to the user. These words are often extracted using the TF-IDF measure [SAL 89] [4]. This vector is then compared to that of the document [2]. To achieve this, several measurements can be used such as the measurement vector [3]. The formulas [PAZ 07] of the content-based recommendation are as follows:

\[ P, D \]

\[ \sim(P,D) = \frac{\sum_{i=1}^{k} w_{pi} \cdot w_{di}}{\sqrt{\sum_{i=1}^{k} w_{pi}^2} \cdot \sqrt{\sum_{i=1}^{k} w_{di}^2}} \]

\[ W_{i,D} = Tf_{i,D} \cdot \log(\frac{n}{DF_i}) \]

With:
- \( t_j^P \): the term j in the user profile vector P.
- \( t_i^D \): the term i in the document vector D.
- \( w_{ji}^P \): the weight of the term j in the user profile vector P.
- \( w_{ji}^D \): the weight of the term i in the document vector D.
- \( \sim(P,D) \): the cosine measure of similarity between a user profile vector and a document vector.
- \( Tf_{i,D} \): the number of occurrences of the term i in the document D.
- n: the number of documents in the collection.
- \( DF_i \): the number of documents that contain the term i at least once.
3.3. Obstacles and challenges of interactive product line configuration

The goal of PLE is to efficiently manage variability and commonalities of a particular domain and allow configuring new products. Products are configured from a particular PLM, or collection of models, that represent the “legal” combination of “artefacts” in a particular domain. Even if the automatic configuration of products from PLMs is a well known and handled problem thanks to the use of off-the-shelf solvers that execute PLMs and generate valid products, interactive configurations of new products from PLMs has been poorly treated in literature and constitutes itself an important challenge for industry. In this section we will discuss this challenge by means of several technical and economical issues. The first issue of industrial configurators of PLMs is performance [AST 10]. Indeed, as soon as a customer or a vendor makes a configuration decision (e.g. find the less expensive and more performing products) he wants to find out what the consequences of the decisions are. From a marketing perspective, it is unpleasant for the customer to wait for several seconds to know whether his requirements are correct or not in terms of configuration. This issue is extremely difficult to solve at the industrial level, because the computational complexity of computing PL configurations grows quadratically with the size of the PLM [AST 10]. The second issue is guidance. In practice, choosing from a wide range of options is quickly difficult for the customer who doesn’t know where to start, or which alternative choose. Besides each time a customer makes a decision, this can be contradictory with previous decisions, or have a negative impact on downstream decisions. The customer will be disappointed to see that his choices are not correct, with the risk that he ultimately turns to a competitor. Therefore, it is crucial to guide the customer in a process that guaranty the existence of at least one satisfactory configuration at the end of the configuration process. Thus, a user without any guidance has one possibility among 1000 to achieve a correct configuration in the Renault van family “Traffic” represented in a PLM with $10^{21}$ possible configurations [DAU 10]. It is worth noting that guidance does not mean limitation, and it is because, the third issue is about configuration freedom. We are convinced that PLM configuration should be a user driven process, and in this sense users should be free to (i) choose the configuration order; (ii) make negative choices; (iii) do not make a choice; (iv) change their minds; and (v) query the PLM with criteria that are not necessarily considered in the model. Users should be free to choose the order that best fits their priorities and not only “restrictive order” imposed by the structure of the PLM. The challenge from this point of view is about how to increase freedom and scalability in the guidance of the configuration process, while maintaining a reasonable performance?

Industrial systems (such as Amazon) already offer guidance to choose in a very large collection of products using recommendation techniques. However, these recommendation techniques are not adapted to complex systems such as product lines, configurable software, or composite systems with a large number of options.
Indeed, although recommendation techniques can deal with many options to decide upon, they do not take into account the constraints between them. We are thus faced to a situation where configuration systems and recommendation systems solve two parts of our problem, but not in an integrated way.

4. Overview of the proposed approach

One way to deal with the problem consists in guiding the user by intertwining the recommendation and configuration activities in an iterative way.

In this context, the recommendation consists on a set of partial recommendations. Indeed, at each iteration of the recommendation-configuration process, the recommendation technique is applied for each partial configuration. We call this “partial recommendation”. The recommendation technique used in our approach is the mix between the knowledge-based recommendation and the content-based recommendation. In fact, our goal is to recommend partial configurations that are valid with respect to the product line constraints and that meet user requirements already specified. The knowledge-based recommendation allows to configure and to recommend features product using the constraint-based recommendation. However, we want to reason on some features but not with the knowledge-based recommendation but rather with a content-based or collaborative recommendation. Therefore, our approach consists on the combination of the knowledge-based recommendation and the content-based recommendation.

An overview of the process is shown in Figure 2. As the figure shows it, the process consists in focusing on packs of features: recommendation is used to help customers make their choices, and configuration to check whether recommendations and customer choices are correct, and to propagate them to the rest of the features of the PL.

For example, the interactive configuration can be started with an “a priori approach” by focusing on a pack of features, which can for instance be pre-selected by marketing people, or be themselves identified using recommendation technique based on the customer profile. In PL engineering, this is called a “partial configuration”. PL configurators are able to handle partial configurations by telling if they are correct (i.e., there is at least one product that satisfies the requirements), counting the number of correct products, show a list, indicate which features have become mandatory (resp. forbidden), etc. The first thing is to check that the partial configuration is correct. If so, and if the number of candidate products is still too high for manual selection, then recommendation can be used to help the customer make decisions for the next pack of features. The recommendation technique
compares the requirements already specified by the customer with those recorded in a database of correct configurations (e.g., former configurations produced in other contexts, or specified by marketing people). Requirements for the next pack of features are recommended under the form of a list of partial configurations shown from the most recommended to the least recommended. As these partial configurations combine actual requirements with possible ones deduced from other configurations, it may happen that some of them are not correct. Incorrect configurations are thus removed from the list before the list is displayed to the customer. The customer specifies requirements for the second pack of features by selecting from the list, then the process proceeds in the same way until the customer decides to stop, either by selecting a full configuration, or by asking the configurator decide on the full configuration.

Figure 2. The combining configuration and recommendation process
It is necessary to use a partial configuration strategy to avoid the issues raised by a priori configuration. Indeed, when the requirements are specified, there are chances that they are not consistent with the PL constraints. Focusing on packs of features rather than on all features at the same time helps reduce the risk of incorrect requirements, which results in cumbersome backtracking. In the partial configuration strategy, the user does not have to decide on all features. Only a subset of features are considered first, then decisions are automatically propagated through the constraints onto the other features. Not only this diminishes the risk of incorrect configurations but it also allows propagating the impact of requirements specified for some features onto the rest of the PL features. In customer terms, they have the possibility to foresee the impact of their decisions when they specify their requirements.

At the extreme it would be possible to focus on the product feature after feature. This may not be necessarily always interesting in some situations particularly when the PL specification contains many features, but it could be interesting when there are abstract features that are relevant and determinant.

Different recommendation techniques can be used in this process. The one, which adaptation we want to illustrate in this chapter is the content based filtering. Content based filtering uses the definition of existing products to support recommendation. This is consistent with the process described above in which products are defined as a combination of features that have already shown correct. The idea is of course to recommend only partial configurations that (a) are valid with respect to the PL constraints, and (b) satisfy the requirements that the customer has already specified. In order to do that, the recommendation algorithm shown in Figure 3 searches for the intersection of recommended partial configurations, correct ones, and partial configuration that satisfy customer requirements. This is achieved by first looking for recommendations, then removing those that do not comply with the customer’s requirements, then let customer make a choice, then propagate constraints from the features concerned by the choices already made to the rest of the features of the PL.

\[
\begin{align*}
E_0 & : \text{Group features into packages} \\
E_1 & : \text{Partial Configuration on } P_1 \\
E_2: & \text{For } P_i= P_2 \text{ to } P_n \text{ do} \\
& \quad \text{If } P_i \text{ is “free” then} \\
& \quad \quad E_{2.1}: \text{Recommend} \\
& \quad \quad E_{2.2}: \text{Choose a partial configuration} \\
& \quad \quad E_{2.3}: \text{Propagate constraints} \\
E_3 & : \text{Return solution}
\end{align*}
\]

Figure 3. Recommendation algorithm embedding content based filtering
Each iteration of the algorithm focuses on a pack of features that are defined in step 0. There is no need that step 0 coincides with the rest of the process: this decision can be made long before, once and for all customers or purchase situations. It is also possible to skip step 0 and calculate the pack of features dynamically based on different kinds of heuristics. One is of course recommendation itself as mentioned earlier. Another one consists in focusing on parts of the PL that show least variability. The rationale for this heuristic is that in a satisfaction problem such as PL configuration, you have more chance to find correct solutions when you focus on the least bounded variables than when you focus on variables that have more possible values. Another heuristic would consist in walking through the structure of the PL specification so as to focus on features that relate to each other. The rationale behind is that it is more interesting to decide together on product features that have to do with one another (e.g., characteristics of the car engine), than on features that are not or less directly related (e.g., horsepower and colour of the car). A more advanced way of working consists in exploiting dependencies between decisions and regroup features in packs that have the least dependencies, so that making decision on features in one pack will propagate as little as possible on features in other packs. This strategy requires however advanced reasoning techniques that are far beyond the scope of this chapter.

The results at each iteration, except the last one, is a partial configuration where some features are explicitly selected or drawn aside, and other features are implicitly selected or drawn aside through constraint propagation.

Indeed, for each remaining package, we test if there are still choices to do on selecting features. This is what means “free”. If the package $P_i$ is free, then we recommend other configurations by reasoning on the subset of features of the package $P_i$. The user chooses one of the proposed solutions, which is a partial configuration on $P_i$. Next, we propagate constraints on the other packages of features. Finally, we provide the solution which is a complete and consistent configuration according the user requirements.

The following example illustrates the application of our approach to the Feature Model example presented in Fig.1.

We assume that packs of features are defined as follows:

$P_1: \{F_1,F_2\}; P_2: \{F_3,F_4,F_5,F_6\}; P_3: \{F_7,F_8\}; P_4: \{F_9,F_{10}\}; P_5: \{F_{11},F_{12}\}$

The following table presents the steps of the configuration combined with recommendation.
<table>
<thead>
<tr>
<th>E0</th>
<th>P1: {F1,F2}</th>
<th>P2: {F3,F4,F5,F6}</th>
<th>P3: {F7,F8}</th>
<th>P4: {F9,F10}</th>
<th>P5: {F11,F12}</th>
</tr>
</thead>
<tbody>
<tr>
<td>E1</td>
<td>{F1,F2}</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>E2. 1</td>
<td>{F3,F4,x,x}</td>
<td>{F3,F4,F5,x}</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>{F3,F4,x,F6}</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>{F3,F4,F5,F6}</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>E2. 2</td>
<td>{F3,F4,x,x}</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>E2. 3</td>
<td>{F3,F4,x,x}</td>
<td>(F7,x)</td>
<td>(F9,x)</td>
<td>(F11,x)</td>
<td></td>
</tr>
<tr>
<td>&amp;</td>
<td></td>
<td>(F7,F8)</td>
<td>(x,F10)</td>
<td>(F11,x)</td>
<td>(x,F12)</td>
</tr>
<tr>
<td>E2. 1</td>
<td></td>
<td></td>
<td>(x,x)</td>
<td>(F11,x)</td>
<td>(x,F12)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>E2. 2</td>
<td>{F7,x}</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>E2. 3</td>
<td>{F7,x}</td>
<td>(F9,x)</td>
<td>(F11,x)</td>
<td></td>
<td>(x,F12)</td>
</tr>
<tr>
<td>E3</td>
<td>{F1,F2}</td>
<td>{F3,F4,x,x}</td>
<td>{F7,x}</td>
<td>{F9,x}</td>
<td>{F11,x}</td>
</tr>
<tr>
<td></td>
<td>{F1,F2}</td>
<td>{F3,F4,x,x}</td>
<td>{F7,x}</td>
<td>{F9,x}</td>
<td>{x,F12}</td>
</tr>
</tbody>
</table>
In the example presented in Table 1, the algorithm returns two possible solutions for the user, \( \{F_1,F_2,F_3,F_4,x,x,F_7,x,F_9,x,F_{11},x\} \) and \( \{F_1,F_2,F_3,F_4,x,x,F_7,x,F_9,x,x,F_{12}\} \).

### 5. Preliminary evaluation

The proposed approach was implemented on a case study for a company R. The case study consists on combining the configuration and the recommendation for an “Electric Board” product line.

The modelling process has had several phases. At the beginning, the PL was modelled using the Feature Oriented Domain Analysis (FODA) formalism that is a domain analysis method that focuses on the features of the domain systems. The feature model (FM) in FODA serves as a communication medium between the user, domain experts, domain analysts, system analysts and developer. However, a multi-instantiation issue rises. Indeed, in the “Electric Board” PL, there are many features that can be instantiated multiple times for a single configuration, but the FM does not allow the multi-instantiation. Thus, to cope with this problem, we used the TVL (Textual Variability Language) [CLA 11], one of the latest incarnations of FMs, due to its support for the multi-instantiation and other advantages such as the high expressiveness, the formal semantics and the tool support [CLA 11].

The combination of the content-based recommendation and the knowledge-based recommendation, in this case study, shows that several questions are raised such as the question on the order of features. In this case study, the order of product features was predefined, but the user may want to have the choice of choosing a personalized sequence of product features. Thus, it would be interesting to support the user in making decision on the order of features by recommending the most relevant features at first. Secondly, we have noticed that users could be interested on what other users have already purchased and not only on given features, for example, the user could not be interested on the feature “price” of elements of Electric Board but on what Electric Board elements was purchased by the other users.

### 6. Discussion and Related work
6.1. Recommendation techniques

There are three recommendation approaches that are comprised of a set of knowledge sources and are algorithmic approaches to producing recommendations using those sources [FEL 08]:
- Content-based recommendation
- Collaborative recommendation
- Knowledge-based recommendation

The content-based recommendation [PAZ 07] is like a “classification task in the machine learning sense” [FEL 08]. It is based on items descriptions and a user profile. It analyzes items descriptions to recommend items that are similar to those that a user liked in the past. The user profile is based on a weighted vector of item features to denote the importance of each feature for the user. There are many classification learning algorithms used to predict the user degree of interest for an item such as Bayesian classifiers, decision trees and K-nearest neighbours [PAZ 07]. The content-based technique does not suffer from the new item problem but the new user problem remains because a user profile must be built from multiple user ratings [FEL 08]. The second issue is that this kind of recommendation technique is limited to recommend content of the same type as the user is using. Another issue can be raised in the context of product line recommendation is that the content-based approach is not adapted for complex products combining different features with respect for PL constraints. In product line context, the goal is not to recommend a product but to recommend product features combination in a consistent way by respecting the PL constraints and satisfying user needs.

The collaborative recommendation [LIN 03] uses two types of algorithms for calculating prediction: memory based collaborative filtering algorithms and model based filtering algorithms [BRE 98]. Memory-based algorithms uses the user-item matrix to make predictions. These systems use the user neighbourhoods to make collections of similar users. Then, these systems gather neighbours preferences to compute a prediction for the user [SAR01]. Model-based algorithms develop a model of user ratings to provide recommendation. These systems compute the expected value of a user prediction, on the basis of his ratings on other items [SAR01]. Models are developed using different machine learning algorithms such as Bayesian network and clustering approaches [BAS 98], [BRE 98]. However, this approach presents issues because it depends on human ratings. Then, when data are sparse, the performance of this technique decreases. This makes this approach unable of scaling up with an important amount of data. In the product line context, the same issue, described above with the content-based approach, can be raised with collaborative approach.
The knowledge-based recommendation relies on knowledge about users and products to generate recommendations of products that meet user requirements [MOO 00]. It is characterized by its emphasis on user preferences and how to recommend products satisfying his/her needs [LIN 03]. The constraint-based recommendation is one of the approaches to knowledge-based recommendation [FEL 08]. It is based on a set of recommendation rules that describes the possible combinations of product features to provide recommendations from choices that have been made by the user ensuring the consistency. Constraint-based recommenders support users by explaining items and proposing repair actions [FEL 07] which indicates interesting and minimal changes to the user requirement such that the calculation of a recommendation becomes possible. Furthermore, they help the user by identifying and proposing interesting attribute settings based on the preferences of user community [FEL 08]. The prediction of attribute settings is used when users are not able to specify all relevant requirements because of lack of detailed technical knowledge. In the PL context, the approach presented in this paper describes the configuration process like the knowledge-based recommendation. Indeed, the configuration-recommendation process uses the constraint-based recommendation. Felfernig et al. [FEL 08] make the recommendation on a product. Indeed, given P1, P2 and P3 three products that the user has already selected. Their approach consists on recommending a product P4 that is compatible with decisions already made on products P1, P2 and P3. However, the approach proposed in this paper does not focus a product but on features product. In fact, given the product features f1, f2 and f3 that has been selected by the user, the rationale is to recommend a product feature f4. Secondly, in the proposed approach, the knowledge-based recommendation is specified by features and constraints between them. It is also possible to handle with partial configurations unlike Felfernig et al.[FEL 08] who recommend products.

There is another approach to knowledge-based recommendation which is heuristics-based recommendation. In a recent work, Mazo et al [MAZ 14] coin the term heuristics-based recommendation to improve PLM configuration processes. According to authors, heuristics-based recommendation "can be classified as a knowledge-based technique as it is based on a set of knowledge sources that were implemented as heuristics to recommend what element(s) to configure during PLM configuration processes". In that work, Mazo et al present six recommendation heuristics to improve the interactivity of product line configuration so as to make it scalable to common engineering situations. In particular, these heuristics are intended to help customers specify the characteristics of their products step-by-step according to their requirements, and to avoid useless or inefficient decisions. Mazo et al [MAZ 14] describe the principles, benefits and the implementation of each heuristic using constraint programming. In addition, they demonstrate the application and usability of the heuristics by means of a real-world case study from the car
industry. This approach does not recommend a product but it recommends features product using heuristics and not using similarity on past configurations.

7. Conclusion and Future work

In this paper, we have presented a partial recommendation approach combined with the product line configuration. The proposed approach consists on combination between the knowledge-based recommendation and the content-based recommendation. In other words, it is a combination between the dynamic recommendation (constraint-based recommendation) and the similarity measure (content-based recommendation).

The approach was implemented for a real case study in a company R. The case study consists on an “Electric Board” product line. We have presented a preliminary evaluation for this case study and we discussed our positioning relative to other works in the literature.

As a future work, we can use other kinds of combination between the recommendation and the configuration of product lines. For example, we can model the PL by different models simultaneously. Then, we apply different recommendation techniques for each model. Next, we combine the recommendations to have final recommendation.
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